*Note: this thread is closed to comments. If you have a question, please post it in the Week 5 Discussion Forum area.*

This tutorial uses the vectorized method. If you're using a for-loop over the training examples, you're doing it the hard way, and you're on your own.

A note on Errata: The cost and gradient equations in the ex4.pdf file are correct. There may be some errata in the video lectures. Check the Course Wiki to be sure.

I'll use the less-than-helpful greek letters and math notation from the video lectures in this tutorial, though I'll start off with a glossary so we can agree on what they are. I will also suggest some common variable names, so students can more easily get help on the Forum.

It is left to the reader to convert these descriptions into program statements. You will need to determine the correct order and transpositions for each matrix multiplication, so that the result has the correct size.

**Glossary:**

Each of these variables will have a subscript, noting which NN layer it is associated with.

Θ: A Theta matrix of weights to compute the inner values of the neural network. When we used a vector theta, it was noted with the lower-case theta character \theta*θ*.

z*z* : is the result of multiplying a data vector with a Θ matrix. A typical variable name would be "z2".

a*a* : The "activation" output from a neural layer. This is always generated using a sigmoid function g()*g*() on a z*z* value. A typical variable name would be "a2".

\delta*δ* : lower-case delta is used for the "error" term in each layer. A typical variable name would be "d2".

\DeltaΔ : upper-case delta is used to hold the sum of the product of a \delta*δ* value with the previous layer's a*a* value. In the vectorized solution, these sums are calculated automatically though the magic of matrix algebra. A typical variable name would be "Delta2".

Θ\_gradient : This is the thing we're solving for, the partial derivative of theta. There is one of these variables associated with each \DeltaΔ. These values are returned by nnCostFunction(), so the variable names must be "Theta1\_grad" and "Theta2\_grad".

g()*g*() is the sigmoid function.

g'()*g*′() is the sigmoid gradient function.

Tip: One handy method for excluding a column of bias units is to use the notation SomeMatrix(:,2:end). This selects all of the rows of a matrix, and omits the entire first column.

See the Appendix at the bottom of the tutorial for information on the sizes of the data objects.

A note regarding bias units, regularization, and back-propagation:

There are two methods for handing exclusion of the bias units in the Theta matrices in the back-propagation and gradient calculations. I've described only one of them here, it's the one that I understood the best. Both methods work, choose the one that makes sense to you and avoids dimension errors. It matters not a whit whether the bias unit is excluded before or after it is calculated - both methods give the same results, though the order of operations and transpositions required may be different. Those with contrary opinions are welcome to write their own tutorial.

**Forward Propagation:**

We'll start by outlining the forward propagation process. Though this was already accomplished once during Exercise 3, you'll need to duplicate some of that work because computing the gradients requires some of the intermediate results from forward propagation. Also, the y values in ex4 are a matrix, instead of a vector. This changes the method for computing the cost J.

1 - Expand the 'y' output values into a matrix of single values (see ex4.pdf Page 5). This is most easily done using an eye() matrix of size num\_labels, with vectorized indexing by 'y'. A useful variable name would be "y\_matrix", as this...

y\_matrix = eye(num\_labels)(y,:)

Note: For MATLAB users, this expression must be split into two lines, such as...

eye\_matrix = eye(num\_labels)

y\_matrix = eye\_matrix(y,:)

2 - Perform the forward propagation:

a\_1*a*1​ equals the X input matrix with a column of 1's added (bias units) as the first column.

z\_2*z*2​ equals the product of a\_1*a*1​ and Θ1

a\_2*a*2​ is the result of passing z\_2*z*2​ through g()*g*()

Then add a column of bias units to a\_2*a*2​ (as the first column).

NOTE: Be sure you DON'T add the bias units as a new row of Theta.

z\_3*z*3​ equals the product of a\_2*a*2​ and Θ2

a\_3*a*3​ is the result of passing z\_3*z*3​ through g()*g*()

**Cost Function, non-regularized:**

3 - Compute the unregularized cost according to ex4.pdf (top of Page 5), using a\_3*a*3​, your y\_matrix, and m*m*(the number of training examples). Note that the 'h' argument inside the log() function is exactly a3. Cost should be a scalar value. Since y\_matrix and a3 are both matrices, you need to compute the double-sum.

Remember to use element-wise multiplication with the log() function. For a discussion of why you can't (easily) use matrix multiplication here, see this thread:

<https://www.coursera.org/learn/machine-learning/discussions/weeks/5/threads/ag_zHUGDEeaXnBKVQldqyw>

Also, we're using the natural log, not log10().

Now you can run ex4.m to check the unregularized cost is correct, then you can submit this portion to the grader.

**Cost Regularization:**

4 - Compute the regularized component of the cost according to ex4.pdf Page 6, using Θ1 and Θ2(excluding the Theta columns for the bias units), along with \lambda*λ*, and m*m*. The easiest method to do this is to compute the regularization terms separately, then add them to the unregularized cost from Step 3.

You can run ex4.m to check the regularized cost, then you can submit this portion to the grader.

-----------------------------------

**Appendix:**

Here are the sizes for the Ex4 character recognition example, using the method described in this tutorial.

NOTE: The submit grader (and the gradient checking process) uses a different test case; these sizes are NOT for the submit grader or for gradient checking.

a1: 5000x401

z2: 5000x25

a2: 5000x26

a3: 5000x10

d3: 5000x10

d2: 5000x25

Theta1, Delta1 and Theta1\_grad: 25x401

Theta2, Delta2 and Theta2\_grad: 10x26

=========

Keywords: ex4 tutorial backpropagation nnCostFunction

(note: if you have a question about this tutorial, please start a new thread. This one is full and is closed to additional replies)

===============================

You can design your code for backpropagation based on analysis of the dimensions of all of the data objects. This tutorial uses the vectorized method, for easy comprehension and speed of execution.

Reference the four steps outlined on Page 9 of ex4.pdf.

---------------------------------

Let:

m = the number of training examples

n = the number of training features, including the initial bias unit.

h = the number of units in the hidden layer - NOT including the bias unit

r = the number of output classifications

-------------------------------

1: Perform forward propagation, see the separate tutorial if necessary.

2: \delta\_3*δ*3​ or d3 is the difference between a3 and the y\_matrix. The dimensions are the same as both, (m x r).

3: z2 comes from the forward propagation process - it's the product of a1 and Theta1, prior to applying the sigmoid() function. Dimensions are (m x n) \cdot⋅(n x h) --> (m x h). In step 4, you're going to need the sigmoid gradient of z2. From ex4.pdf section 2.1, we know that if u = sigmoid(z2), then sigmoidGradient(z2) = u .\* (1-u).

4: \delta\_2*δ*2​ or d2 is tricky. It uses the (:,2:end) columns of Theta2. d2 is the product of d3 and Theta2 (without the first column), then multiplied element-wise by the sigmoid gradient of z2. The size is (m x r) \cdot⋅ (r x h) --> (m x h). The size is the same as z2.

Note: Excluding the first column of Theta2 is because the hidden layer bias unit has no connection to the input layer - so we do not use backpropagation for it. See Figure 3 in ex4.pdf for a diagram showing this.

5: \Delta\_1Δ1​ or Delta1 is the product of d2 and a1. The size is (h x m) \cdot⋅ (m x n) --> (h x n)

6: \Delta\_2Δ2​ or Delta2 is the product of d3 and a2. The size is (r x m) \cdot⋅ (m x [h+1]) --> (r x [h+1])

7: Theta1\_grad and Theta2\_grad are the same size as their respective Deltas, just scaled by 1/m.

Now you have the unregularized gradients. Check your results using ex4.m, and submit this portion to the grader.

===== Regularization of the gradient ===========

Since Theta1 and Theta2 are local copies, and we've already computed our hypothesis value during forward-propagation, we're free to modify them to make the gradient regularization easy to compute.

8: So, set the first column of Theta1 and Theta2 to all-zeros. Here's a method you can try in your workspace console:

Q = rand(3,4) % create a test matrix

Q(:,1) = 0 % set the 1st column of all rows to 0

9: Scale each Theta matrix by \lambda/m*λ*/*m*. Use enough parenthesis so the operation is correct.

10: Add each of these modified-and-scaled Theta matrices to the un-regularized Theta gradients that you computed earlier.

-------------------

You're done. Use the test case (from the Resources menu) to test your code, and the ex4 script, then run the submit script.

The additional Test Case for ex4 includes the values of the internal variables discussed in the tutorial.

---------------------

Appendix:

Here are the sizes for the Ex4 digit recognition example, using the method described in this tutorial.

NOTE: The submit grader, the gradient checking process, and the additional test case all use different sized data sets.

a1: 5000x401

z2: 5000x25

a2: 5000x26

a3: 5000x10

d3: 5000x10

d2: 5000x25

Theta1, Delta1 and Theta1\_grad: 25x401

Theta2, Delta2 and Theta2\_grad: 10x26

Students often ask why they can't use matrix multiplication to compute the cost value J in the Neural Network cost function. This post explains why.

Short answer: You **can** use matrix multiplication, but it is tricky.

Here is the equation for the unregularized cost J:

![https://d3c33hcgiwev3.cloudfront.net/imageAssetProxy.v1/gz49AO7uEeadLg4nMVLd9A_6215774141ec916f301d7667cded2098_nn_cost.PNG?expiry=1562544000000&hmac=LERmzBAJj_FOlTLfh9dNGKGElcuynniTXDnrulU_CFk](data:image/png;base64,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)

Notice the double-sum. 'i' ranges over the training examples 'm', and 'k' ranges over the output labels 'K'. The cost has two parts - the first involves the product of 'y' and log(h), and the second involves the product of (1-y) and log(1-h). Note that 'y' and 'h' are both matrices of size (m x K), and the multiplication in the cost equation is an element-wise scalar product for each element in the matrices.

Recall that for linear and logistic regression, 'y' and 'h' were both vectors, so we could compute the sum of their products easily using vector multiplication. After transposing one of the vectors, we get a result of size (1 x m) \* (m x 1). That's a scalar value. So that worked fine, as long as 'y' and 'h' are vectors.

But the when 'h' and 'y' are matrices, the same trick does not work as easily. Here's why.

Let's first show the math using the element-wise product of two matrices A and B. For simplicity, let's use m= 3 and K=2.

*A*=⎡⎣*acebdf*⎤⎦,*B*=⎡⎣*moqnpr*⎤⎦

The sum over the rows and columns of the element-wise product is:

\sum \sum A.\*B = am + bn + co + dp + eq + fr∑∑*A*.∗*B*=*am*+*bn*+*co*+*dp*+*eq*+*fr*

Now let's detail the math for this using a matrix product. Since A and B are the same size, but the number of rows and columns are not the same, we must transpose one of the matrices before we compute the product. Let's transpose the 'A' matrix, so the product matrix will be size (K x K). We could of course invert the 'B' matrix, but then the product matrix would be size (m x m). The (m x m) matrix is probably a lot larger than (K x K).

It turns out (and is left for the reader to prove) that both the (m x m) and (K x K) matrices will give the same results for the cost J.

*A*′∗*B*=[*abcdef*]∗⎡⎣*moqnpr*⎤⎦

After the matrix product, we get:

*A*′∗*B*=[(*am*+*co*+*eq*)(*bm*+*do*+*fq*)(*an*+*cp*+*er*)(*bn*+*dp*+*fr*)]

So this is a size (K x K) result, as expected. Note that the terms which lie on the main diagonal are the same terms that result from the double-sum of the element-wise product. The next step is to compute the sum of the diagonal elements using the "trace()" command, or by sum(sum(...)) after element-wise multiplying by an identity matrix of size (K x K).

The sum-of-product terms that are NOT on the main diagonal are unwanted - they are not part of the cost calculation. So simply using sum(sum(...)) over the matrix product will include these terms, and you will get an incorrect cost value.

The performance of each of these methods - double-sum of the element-wise product, or the matrix product with either trace() or the sum of the diagonal elements - should be evaluated, and the best one used for a given data set.